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| apid advances in the speed, power, and ubiquity of computers,
computing networks, and related technologies continuously
redefine what is possible today. Aiding significantly in that
redefinition is cyberinfrastructure (CI), also known as e-research,
e-science, and e-infrastructure. Cyberinfrastructure connects
institutions, researchers, educators, and students with high-
performance computing, remote sensors, large data sets, middleware, and
sophisticated applications such as visualization tools and virtual environments,
Allowing the sharing not only of tools and data but also of expertise, cyberinfrastruc-
ture merges technology, data, and human resources into a seamless whole.
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Cyberinfrastructure allows researchers to tackle this mountain of information
and to answer questions that could hardly even be asked a decade ago.

The Evolution of Cyberinfrastructure
The idea of cyberinfrastructure and
the word itself moved more widely into
use after the 2003 publication of the
report by the National Science Foun-
dation (NSF) Blue-Ribbon Advisory
Panel on Cyberinfrastructure. Revoly-
tionizing Science and Engineering through
Cyberinfrastructure stated: “The term in-
frastructure has been used since the 1920s
to refer collectively to the roads, power
grids, telephone systems, bridges, rail
lines, and similar public works that are
required for an industrial economy to
function. Although good infrastructure
is often taken for granted and noticed
only when it stops functioning, it is
among the most complex and expensive
. thing[s] that society creates. The newer
term cyberinfrastructure refers to infra-
structure based upon distributed com-
puter, information and communication
technology. If infrastructure is required
for an industrial economy, then we could
say that cyberinfrastructure is required for
a knowledge economy™
Since that time, the concept of cyber-
infrastructure has expanded beyond the
report’s focus on science and engineer-
ing to include areas such as economics,
social sciences, and the arts and humani-
ties.? The evolution has been driven by
several overlapping forces:

® Research challenges. A wide range of
disciplines need more sophisticated,
cyberinfrastructure-enabled research
approaches.

B Institutional competitiveness. Cyberinfra-
structure is emerging as a competitive
element among institutions, with
colleges and universities that possess
effective cyberinfrastructure outcom-
peting others for external research
funding as well as for highly sought-
after faculty and students.

B Education and learning. Cyberinfra-
structure can enhance learning by
allowing students to learn-by-doing
rather than learn-by-listening.
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Likewise, although the initial defini-
tion of cyberinfrastructure emphasized
high-performance computing, the term
now encompasses additional tools and

applications. Beginning in 2005, for

example, NSF created multidisciplinary

teams and categorized the major com- -

ponents of cyberinfrastructure into four
overlapping and complementary areas:

B High Performance Computing

8 Data, Data Analysis, and Visualization
8 Cyber Services and Virtual Organizations
B Learning and Workforce Development?

Most recently, in late 2007, NSF an-
nounced the Cyber-Enabled Discovery
and Innovation (CDI) initiative, focusing
on transformative research via computa-
tional thinking. CDI research will address
three thematic areas:

B From Data to Knowledge: enhancing

human cognition and generating new
knowledge from a wealth of heteroge-
neous digital data

B Understanding Complexity in Natural,
Built, and Social Systems: deriving fun-
damental insights on systems com-
prising multiple interacting elements

B Building Virtual Organizations: en-
hancing discovery and innovation

by bringing people and resources .

together across institutional, geo-
graphical, and cultural boundaries*

No doubt, the evolution of cyberin-
frastructure will continue.

More than the Internet

Cyberinfrastructure differs from tra-
ditional web and broadband access in
its focus and its magnitude. Consumer
broadband allows us to watch movies
online, quickly download music files,
or use visually engaging and media-rich
online learning resources. In contrast,
the high-performance computing and
networking resources of cyberinfra-
structure enable researchers, for ex-
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ample, to create fully inter-
active, three-dimensional
models of severe weather
systems and to make those
models available to other
researchers across the
country—instantly, at any
time. CI resources give
scientists and educators
opportunities to create and
collaborate in entirely new contexts—to
experience processes and results even if
the technologies and data sets are thou-
sands of miles away.

Cyberinfrastructure permits a new
kind of scholarly inquiry and education,
empowering communities to innovate
and to revolutionize what they do, how
they do it, and who participates. Data is
being collected, archived, and analyzed
on a scale previously unimaginable. Cy-
berinfrastructure allows researchers to
tackle this mountain of information and
to answer questions that could hardly
even be asked a decade ago.

NSE, major research institutions, and
colleges and universities of all types have
already made significant investments in
this infrastructure. Researchers in sci-
ence, engineering, medicine, the social
sciences, and the arts and humanities
today are thus able to share resources
and data across significant distances at
near-instantaneous speeds, permitting
an unprecedented level of collabora-
tion. Visualization and virtualization
technologies allow them to model and
interact with research findings—to “see”
and “touch” their objects of focus—in
a way that generates fresh insight, that
speeds discovery, and that creates new
opportunities.

By providing coordinated, dynamic
resource sharing and aggregation, cyber-
infrastructure can enable institutions,
researchers, and/or educators to

® advance the ability of the scholarly
community to interact, collaborate,
and conduct research;



B support teaching and learning in new
interactive and experiential ways;

® buildandaccess capability that cannot
be singly supported by individual
researchers or even institutions;

m tap the capacity of midrange re-
sources in support of high-end users
and researchers doing IT-enabled
research;

B createaresearcher pipeline that grows
and builds experience in IT-enabled
research by escalating capability with
sophistication of solution;

® address the CI requirements across
various disciplines even though the
potential for resources and funding
also varies; _

® identify unused capacity that can be
repurposed for use based on agreed-
upon policies;

B create a national network of grid-
accessible resources by building col-
laborating grids; and

B gencrate major new social and eco-
nomic benefits, such as improved
medicines and medical care and
greater understanding of and abil-
ity to manage changes in the envi-
ronment, the economy, and social
structures.

These benefits extend from research
to teaching and learning—and not just at
the graduate level. Instant access to re-
mote instrumentation and analysis tools
allows undergraduates to gain hands-on
experience in rescarch methods and proj-
ects and to contribute to re-
search activities in a variety of
disciplines. Data-visualization
applications and graphically
rich virtual environments
enable humanities and social
sciences students to engage in
practical problem-solving in
their communities or to expe-
rience historical contexts in a
direct, personal way.

An excellent example of
how cyberinfrastructure can
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advance not only research but also teach-
ing and learning at both the undergradu-
ate and the graduate levels is nanoHUB
.org (http://www.nanohub.org), a gateway
for researchers, faculty, and students in
nanotechnology’ NanoHUB provides
users with fingertip access to more than
eighty simulation tools for research and
education. In addition to being able to
launch jobs that are executed on the
state-of-the-art computational facilities of
Open Science Grid and TeraGrid, users
can interactively visualize and analyze the
results—all via an ordinary web browser.
The nanoHUB middleware hides the
complexity of grid computing, handling
authentication, authorization, file trans-
fer, and visualization and letting the re-
searcher focus on research. This approach
also helps educators bring these tools to
the classroom, letting them bypass the
difficulties of grid computing and focus
instead on teaching and learning.

With over 58,000 users in early 2008,
the site serves undergraduates, graduate
students, faculty, and industry research-
ers. In the twelve months ending April
2008, more than 270,000 simulations
have been run, and web hits exceed 35
million. Instructors used nanoHUB in
40 classes during the 2007-8 academic
year, and to date there are 270 citations
of its tools and resources in the research
literature.

Undergraduate students use nano-
HUB to learn about nanotechnology,
watching lectures or visualizations,
completing problem sets, running
experiments, and participating in the
community. The site allows them to use
the same applications that researchers
use, introducing them to the tools and
techniques of the discipline as early
as possible. Graduate students access
research papers, lectures, and other edu-
cational resources. The tools provided
via nanoHUB.org allow them to advance
their research and careers. For example,
Saumitra Mehrotra, a University of Cin-
cinnati master’s student, tried 26 simula-

tion tools in 10 months, spent 52 hours
with 134 items of tutorial and seminar
content, and did 2,855 simulations of a
nanowire model using 8,242 CPU hours,
resulting in a paper for a 2007 IEEE
workshop. Along the way, Mehrotra im-
proved the tools for other users, whether
staff, students, or faculty.

As with many other CI activities,
nanoHUB has changed processes as well,
So that students and researchers can
gauge the value of their work to the com-
munity, nanoHUB has built in a tracking
mechanism. The usage statistics pro-
vided are analogous to those provided in
paper citation indices. And the underly-
ing structure of nanoHUB is being used
to create other communities; globalHUB
.org, pharmaHUB.org, and thermalHUB
.org are three recent ones.

From Computing to Collaboration
Cyberinfrastructure is about more than
the technology; it involves creating a
culture of collaboration, both within
and across disciplines. As research has
grown increasingly computational and
data-driven, collaboration has become
essential. Even in business, competitive-
ness hinges on the aggregation, analysis,
and application of data across industries.
Massive amounts of data and informa-
tion are utilized to conduct research
and development, validate models, and
assess or predict risks. More and more,
experts from across states, institutions,
and countries must come together to
tackle highly complex, large-scale prob-
lems such as the environmental impacts
of pollution or the identification and
development of new energy sources.
And their efforts increasingly depend on
being able to work together, regardless of
location, via high-performance networks
and computational resources. These
trends leave little doubt that the research
enterprise in the twenty-first century
will be information-based and will em-
phasize teams of researchers who can
tackle large problems holistically.

- Cyberinfrastructure is about more than the technology; it invelves creating
a culture of collaboration, both within and across disciplines.



The scale, cost, and flexibility of the cyberinfrastructure needed by
any one researcher argue against “go it alone” approaches.

In this environment, the scale, cost,
and flexibility of the cyberinfrastructure
needed by any one researcher argue
against “go it alone” approaches. The
problem is that in spite of its holistic
nature, cyberinfrastructure often still de-
velops “at the edge,” where each academic
department or faculty member with a

grant develops precisely the IT capabili-

tiesneeded to supporthisor her research.
This leads to the chemistry department,
for example, running its own computing
clusters in makeshift machine rooms,
with system administration often done
by graduate assistants possessing vary-
ing levels of IT competence. Faculty can
configure the computing, storage, or vi-
sualization environment to their precise
needs without worrying about disturbing
the needs of other faculty.

The core task of CI alignment thus
involves enabling effective CI services at
the edge while aggregating some services
for leverage. A better institutional model
is to provision cyberinfrastructure as
a leveraged service in which a campus
IT group aggregates funding to pro-
vide large-scale common systems. The
services can be made available to any
researcher, faculty, or graduate student,
with or without a charge-back mecha-
nism to users. Common systems are open
to all professional staff and are life-cycle
funded. From this perspective, one may
envision cyberinfrastructure as a collec-
tion of independently owned and ad-
ministered (faculty, center, institutional)
resources joined together by a shared
grid of hardware, software, network-
ing, and support services. This model
addresses competing dimensions (e.g.,
individual researcher vs. research team,
specialization vs. scale, grant funding
vs. institutional investment) by focusing
on an infrastructure that provides coor-
dinated, dynamic resource-sharing that
is dependable, consistent, and adminis-
tered according to policies on which all
parties have agreed.¢

Withafocus onjoiningindependently
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owned and administered resources and
at the same time aggregating like needs,
cyberinfrastructure balances a rich

* spectrum of capability with increased

efficiency across a base of standard re-
sources. Vital IT support staff who have
specialized expertise with particular
types of applications and equipment are
sustained as groups distributed among
campuses and labs. The management
of short resource life-cycles is spread
throughout, the probability of state-of-
the-art resources being available at any
given time is increased, and the risk that
facilities will become out-of-date is less-
encd. Individual researchers or rescarch
teams gain access to the best resources
for their needs while overall resource
utilization is maximized. In addition, a
given capability can be made available
to a particular research team and a wider
range of researchers regardless of loca-
tion. Through cyberinfrastructure, an
institution can coalesce expertise, de-
velopment capability, facilities, and tools
into a coordinated resource that provides
capability far beyond what any one re-
search group or even institution could
singly produce, while offering a research
engine to amuch larger base of users.

Moving Forward
To successtully align CI resources, in-
stitutions must operate within a fabric
of trust. Cyberinfrastructure requires
building collaborative, cooperative, and
responsible trust relationships between
IT providers and users and between
research units, faculty members, and
their respective institutions. Shared, grid-
based research environments must have a
governance and decision framework with
strong faculty involvement-—a framework
that fits the institutional culture and gen-
erates buy-in to meet users’' needs.
Decisions must be made, individu-
ally at each campus and collectively
across institutions and government
agencies, on where and how to invest in
cyberinfrastructure:

® At what level should CI
services be provided?

B What is the appro-
priate campus role
and investment in
cyberinfrastructure?

B What is the appropriate
role at the research
group level? in the
multi-institutional re-
search communities?

B How cananinstitution create the right
incentives for collaborative behavior?

B In what ways should an institution
support its researchers and students
in the context of very large data
management?

® What is the role of CI planning be-
yond the research arena?

® How can federal and state attention
to the investment needs for cyberin-
frastructure at the campus level be
increased?

Cyberinfrastructure holds significant
potential for higher education, but these
and many other questions remain. To
help the higher education community
answer these questions, EDUCAUSE
will be placing a sustained focus on
cyberinfrastructure. This issue of EDU-
CAUSE Review is just the beginning of
an ongoing exploration of the topic of
cyberinfrastructure and its potential.
We begin with the following articles,
which address cyberinfrastructure as
it relates to research and education
in science and engineering (Francine
Berman) and the liberal arts (David
Green and Michael Roy), along with
an article reporting on ECAR survey
respondents’ opinions regarding the im-
portance of CI technologies to research
and to teaching and learning now and
in the near future (Mark C. Sheehan).
The online version of this issue of the
magazine also offers a short background
on the EDUCAUSE Campus Cyberinfra-
structure {CCI) Working Group and its
activities in this area.



The way cyberinfrastructure works
or fails can be compared to an electronic
signal that is broadly transmitted across
a network. The overall signal is made
of many waves, which in the case of
cyberinfrastructure are determined by
a highly distributed spectrum of hard-
ware, software, and support resources,
encompassing the conflicting needs of
individual vs. team research, autonomy
vs. capacity, specific discipline vs. stan-
dardization, ownership vs. sharing,
specialized vs. scale, grant funding vs.
institutional investment, and sustain-
ability vs. short life-cycles. If the indi-
vidual waves align, there is resonance
and a strong, overall signal at the point
CI capabilities are needed, but if they do
not align, they cancel out each other’s
effects, and the resonance of capabilities
is Jost. It is thus imperative for those of
us in higher education to tune resources,
policy, and investments to find the right
balance and achieve the greatest impact
for cyberinfrastructure. €
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